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Agenda For Part 1 (see previous tutorial)

Overview
Basic Navigation and Control

Demo 1: Basic Navigation and Control
« Using an OpenMP Space weather application

Debugging MPI Applications

Demo 2: MPI Debugging:
+ Using GEOS5-AGCM
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Agenda For Part 2

Overview
Reverse Debugging with ReplayEngine
Demo 1: Replay Engine

« Using an OpenMP Space weather application
Memory Debugging with MemoryScape

Demo 2: MemoryScape
+ Using GEOS AGCM
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What 1s ReplayEngine ?

« Reverse Debugging
« Let you step backward by function, line, or instruction
« Capture and deterministically replay executions
e Major features
« No recompilation
« Designed to be used for parallel applications
 Why use ReplayEngine?

+ Eliminate restart cycle and hard-to-reproduce bugs

NASA Center for Climate Simulation 5



ReplayEngine

* Record Mode (saving execution history)

« Capture the order of executions and changes to the data

* Replay Mode (when using a ReplayEngine command)

< Like a “rewind” button on a DVR

* Implications

« To ensure deterministic execution trajectory, it forces single
thread execution at a time

« During Replay mode, some operations (i.€., setting variables or
full asynchronous thread control) are not available

« Record mode could incur significant overhead (both in
execution time and memory usage)

NASA Center for Climate Simulation 6



Enable ReplayEngine

e 0N '\ Startup Parameters - my_exec oint Debug I Tools Window
L i
Debugging Options] ﬂrguments] Standard I/O] Paral_lel] | Enahle ReplayEngine
p Ou Frevious Alt+Shift+N
I~ Enable ReplayEngine L :
Record all program state while running. Roll back your program to any point in the past. ‘Exite Unstep Alt+Shift+s
I Enable memary debugging mntth - cojer Alt+shift+O
Track dynamic memory allocations. Catch common errors, leaks, and show reports. )
4 4 # ——  BackTo Alt+Shift+R
=1 Halt on memory errors Go Back At SHift+ G
-1 Enable CUDA memory checking - Live Blt+Shift+L
Detect global memory addressing violations and misaligned global memory accesses.
Previous Instruction Alt+Shift+ X
Unstep Instruction Alt+Shift+l

4 Enable Memory Debugging  Ctrl+Shift+h
F Stop on Memory Errors
Open MemoryScape Alt+Shift+M @
Heap Baseline -

J7 Show Startup Parameters when TotalView starts nain.f

Changes take effect at process startup.

OK I Cancell Help | , el

_GET_THREAD NUM

IMemory Block Properties

Iemory Event Details
4 Enahle CUDA Memcheck

1. Starting Totalview with 2. After launching totalview, click the

ReplayEngine enabled “Enable ReplayEngine” Button.
ReplayEngine will be enabled after

“Restart”
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ReplayEngine Usage Models

e GoBack (vs. Go): back to the last action point or the start of
the recorded history

* Prev (vs. Next): back to previous statement executed. If the
line has a function call, 1t skips over the call

« Unstep (vs. Step): back to previous statement executed. If the
line has a function call, it moves to the last statement in the call

« Caller (vs. Out): back to before the current routine was

called.

er/home/barryk/tests/fork_looplinux I
d Action Point Debug Tools Window Help |

|53 F @ 493 3 3 "M
art| Next Step Out Furn To| GoBack Prey UnStep Caller EackTo Live

1 (SNSSY fark Innnl innx (Stnnnedl) ===



@ ReplayEngine Usage Models (Cont’d)

 BackTo (vs. Run To): back to the line you select

e Live: to shift from Replay mode to Record mode. It displays
the statement that would have executed i1f you had not moved
into Replay mode.

er/home/barryk/tests/fork_looplinux E

d Action Point Debug Tools  Window Help |

1§99 § @ 43 3 3 M
art| Next Step Out Run To| GoBack Prey UnStep Caller EackTo Live

1 (SNS5Y: fark lnanl innx (Stnnned S EEEE=EE=E=E




ReplayEngine Preferences

S NN \ Preferences

Options ] Action Points] Launch Strings] Bulk Launch] Dynamic Libraries

Parallel ] Fonts ] Formatting ] Pointer Dive ] ReplayEngine . . . .
— History Options * Setting Maximum History size

Maximum history size:||[1 024 _flmegabytes (default 1S unlimited)

“* discard the oldest history

+ halt the process * setenv

perauts || | TVD_REPLAY TMPDIR to
control the directory of saving the
history information (default is /

tmp)

When history is full:

oK | Cancel | Help |
4
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Demo 1: ReplayEngine

* Debugging an OpenMP Spaceweather application
with ReplayEngine enabled

e Toolbar commands

 Preferences
« TVD REPLAY TMPDIR

NASA Center for Climate Simulation 11



Agenda For Part 2

Overview
Reverse Debugging with ReplayEngine
Demo 1: Replay Engine

« Using an OpenMP Space weather application
Memory Debugging with MemoryScape

Demo 2: MemoryScape
+ Using GEOS AGCM

NASA Center for Climate Simulation
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Your Program data

* Your program data 1s organized 1n four segments:

1. Text (code): machine code instructions
2. Data section: static and global variables

3. Stack: local (automatic) variables

« Memory set aside for each thread of execution. It remains during
program execution.

< When a function is called, a block 1s reserved on the top of the stack
for local (automatic) variables. It will go out of scope when the
function returns and automatically deallocate.

« Accessing stack in LIFO order — the most recently reserved block 1s
_—w the next block to be freed.

+ Easy to keep track of the stack -- Stack typically maps to the cache,
so it 1s faster than the heap but smaller and expensive

Push

J

WA
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Your Program data -- What 1s heap?

4. Heap: all variables created or initialized at runtime are
stored

< Dynamic memory allocations. Heap size can grow as space is
needed.

+ Variables created on the heap must be destroyed manually and
never fall out of scope.

+ There's no enforced pattern to the allocation and deallocation of
blocks from the heap; you can allocate a block at any time and free
it at any time

« Slower to allocate on the heap in comparison to variables on the
stack

« Can have fragmentation when there are a lot of allocations and
deallocations

« Responsible for memory leaks and many other memory bugs

NASA Center for Climate Simulation 14



What 1s MemoryScape?

* Runtime Memory Analysis to detect memory bugs
< A memory bug 1s a mistake in heap memory usage
« Failure to check for error conditions
+ Leaking: failure to free memory
« Dangling references: failure to clear pointers

< Memory corruption

H block
DX ertlng to memory not allocated ptr —)e“(: normal allocation
« Over running array bounds
« Designed to be used with S Emm v *
parallel appllcatlons. leaked memory dangling pointer

NASA Center for Climate Simulation 15



Why are memory bugs hard to find?

 Memory problems can be hidden

« For a given scale or platform or problem, they may not be
fatal

% Failures could occur until modification, reuse of a
component, or moving the application to a different cluster
with a new OS

« Libraries could be a source of problem

« Can also manifest as “random crashes” or “random wrong
answers”’

NASA Center for Climate Simulation 16



MemoryScape Features:

* Stopping execution when heap problems occur
* Viewing the heap graphically

* Leak detection and dangling pointer detection
 Memory Comparisons between processes

Memory Corruption detection — Bound errors

« Guard Blocks - allocated additional memory (8 bytes default)
before or after a heap block. An event notification occurs
when overwriting guard blocks.

« Red Zone — allocated additional buffer before or after a heap
block. An event notification occurs when either writing or
reading to the Red Zone. (High memory overhead!)

NASA Center for Climate Simulation 17



Memory Debugger Features: (Cont’d)

* Block painting
« Writing a bit pattern into allocated and deallocated blocks
+ Detecting the use of memory either before it 1s nitialized
or after 1t 1s deallocated
* Hoarding

« Holding onto deallocated memory so it cannot be reused
immediately

< Not an often-used feature

+ Mostly used to detect problems related to memory being
deallocated by one thread while another thread 1s using this
memory

NASA Center for Climate Simulation 18



Start MemoryScape

1. Make sure your program 1s compiled with —g
2. module load tool/tview-8.9.2-2

3. setenv PATH $PATH:/usr/local/toolworks/
memoryscape.3.2.2-2/bin/

4. Launch totalview as usual, 1.e.,
totalview <executable>

Then click “Enable memory debugging” in the “Startup
Parameters” window

Or just type:
memscape <executable>
19



Strategies for Memory Debugging for Parallel

Applications
—

e Run (or step through) the application and see 1f
memory events are detected

* View memory usage across the MPI job

« Compare memory footprints of the processes

 (Gather heap information/Leak reports 1n all processes
of the MPI job
+ Select and examine individually
« Look at the allocation pattern
+ Look for leaks
+ Compare with the “diff” mechanism
« Look for major differences

NASA Center for Climate Simulation 20
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Related Tasks
Load Memory Options
Save Memary Options

Memory Debugging Options

Select your preferred level of debugging below or press Advanced Options for more control.

[V Enable memory debugging
Other Tasks Levels of Di

Add Program ¥ Low
g;ﬁf:,‘z::;;séea;" Provides event notifications and leak detection. It allows the best perfomance for your process.
I~ Medium
Adds corrupted memory detection by applying guard blocks. Performance may degrade slightly.
I~ High
Provides memory over run alerts by monitoring Red Zone violations. Your memory consumption will
increase significantly

I~ Extreme
Enables all options. There is a risk that performance may suffer and you will use more memory.

Process Selection

1 ]

Select Medium only when you
need to check for corrupted
memory!

Select High only when you need
to check for memory overruns!

Low is the default;

Medium adds guard blocks;
High adds Red Zone detection;
Extreme adds above all plus paint memory
and hoarding.

June 11, 2012

Related Tasks
Load Memory Options
Save Memory Options

Other Tasks

Add Program
Manage Processes
Export Memory Data...

Process Selection

Parallel Joh GEOSgcm.deb|
Lig MPI_COMM_WORLD

[ GEOSgem.debug
[ GEOSgcm.debug

e —
5

» GEOSgcm.debug ]

Memory Debugging Options

Customize your options below or press Basic Options for predefined seftings.

_| Enable memory debugging

- _| Halt execution on memory event or error

Use the Advanced button to control actions for individual events.

‘ + _| Guard allocated memory

‘ + _| Use Red Zones to find memory access violations

|
|
[ + _| Paint memory ‘
|

‘ + _| Hoard deallocated memory

Guard blocks provide a buffer around each memory allocation. Using the following controls users can adjust the size of
the "pre-guard", the area preceding each memory allocation and the "post-guard", the area following each memory allocation.

The pre-guard and post-guard sizes can be adjusted independently and each can be assigned inidividual patterns that they
are painted with. These patterns are used to determine if the guard areas have been ovenwritten at all. Keep in mind that the
larger the guard areas are made the more memory is required to provide the guard blocks.

Ill




APl usage error Incorrect APl or &PI instance used in operation

Allocation failed Error: &n allocation call failed or the address returned is NULL which generally means out of memory
Double allocation Error: &llocator returned a hlock already in use: heap may be corrupted

Douhle free Error: Program attempted to free an already freed block

Free interior pointer Error: Program attempted to free a block incorrectly, via an address in the middle of the block

Free notification & block for which notification was requested is heing freed

Free unknown hlock Error: Program attempted to free an address not in the heap

Guard corruption error Bounds error: The guard area around a block has been overwritten

Invalid aligned allocation request Error: Program supplied an invalid alignment argument to the heap manager
Misaligned allocation Error: Allocator returned a misaligned block: heap may be corrupted

Realloc notification & block for which notification was requested is heing reallocated

Realloc unknown hlock Error: Program attempted to reallocate an address not in the heap

Red Zone overrun error Bounds error: Attempting to access memory beyond the end of an allocated block
Red Zone overrun on deallocated blockBounds error: Attempting to access memory beyond the end of a deallocated hlock
Red Zone underrun errar Bounds error: Attempting to access memory before the start of an allocated block
Red Zone underrun on dellocated blockBounds error: Attempting to access memory before the start of a deallocated block
Red Zone use-after-free error Access error: Attempting to access a block after it has been deallocated
Termination notification The target is terminating, memory analysis can be performed

When one of these errors occurs, MemoryScape places event indicators
by the process and at the top of the window

NASA Center for Climate Simulation 22




» Heap status
*Graphical report
*Source report
*Backtrace report

 Leak detection
*Source report
*Backtrace report

* Memory usage
*Chart report
*High-level table
*Detailed table

* Memory corruption

reports
*If guard blocks
are chosen

* Memory comparison

among processes

June 11, 2012

Other Tasks
Export Memaory Data...

Process Selection

(3 debug_run.exe.1 {File:
/4 debug_run.exe.2 (File:
/3 debug_run.exe.3 (File:

/3 debug_run.exed (Fil;.

ALY

NASA Center for Climate Simulation

Create Reports

MemoryScape 3.2.2-2

Select from the various reports to analyze your program's memory usage.

Heap Status Reports

Use heap status reports to analyze where your program is using memory, is generating leaks and how
memaory is physically being allocated on the heap. View a graphical depiction of the heap with the Heap
Graphical Report, view memory data broken down by source code with the Source Report or view memory
allocations broken down by unique call stack traces with the Backirace Report.

Leak Detection Reports

Finding and fixing memory leaks can be quite challenging. Use the leak detection Source Report to view
memaory leaks hroken down by source code or use the Backirace Report to see leaks broken down by
unigue call stack traces.

Memory Usage Reports

Memaory usage reports provide high level memory region information about your process. Use the Chart
Eeport to see memory regions broken out using graphs and charts or view process level or library level
memory region details with the High Level Process Report or the Detailed Program and Library Report.
Memory Corruption Reports

If you configured MemoryScape to use guard blocks, the Corrupted Memory Report will show you if any
memory blocks were corrupted.

Memaory Compatison Reports

Compare how heap usage has changed using the Memory Comparison Report by comparing two different
memory data sources. Memory data sources can include live processes, memory debugging data files and
even core files containing memory data.

23




Heap Status Graphic Report

Pexoryocare H,0,05

* Filtering reports is usually
necessary to suppresses
the display of too much
information.

Heap i

g3 Memory U‘E--E;E v —omupted tenory
Heap Status Graphical Report

oOMpansons

June 12, 2009

Save Data Qptiore
T I Detect Leats [~ Enable Fillaring m |Leaked Black i . . n
Heap Status Reperts

Source Repor

Procass 2 (32738) Mterzpp i

NASA Center for Climate Simulation

Backlrace Regon
|
I
mg;:?:ﬂg:%;ﬁs |0x08318008 - (x0833ec58 (155.06KE) ; Process 1 (10095): filterapp 1110.05KB 5531
Memary Us2ge Repons = —— m—— * B mylassB.cxx 1067.50KB 5404
Cormupted Memory Report i, bAS _
Compare Memory Usage = Allocated 4 in. 14.55KB 7
Filteres Mo B+main _ 14.55KB 7
i i Fif pize ok 3 Line 17 14.00KB 28
P Stal Addrass  (w0E3181L0 Line 19 336 28
Hezp Inforvation I BacklracerSource | Memory Cordent | SLGUERES (SRR ERE Line 20 168 14 \ |
Backlrace ID 2 E Ing
Overall Totals Selected Block
- Allocator C
Process Selection B Qumer c
Heap “-Stan Adoress Backird Pomt of allocation:
- Allocated L-End Address :;:':" 5 main.coo
W nierapp (32712) +-EConupted Guzrd Bl r-Size Aeho main R- ht I- k t-
- MDbeallocated k- Tupe Line a hd Ig -C IC rOU Ine nal | le
' ! Guard Blocks:
- [ Guard Blocks H-Pre-guard ore-guat . .
& Bouted - postuan . oms or line number in Heap
- qre -. : Fllar::'are n a. i L
B EmE P Status Source or Backtrace

report or in a Heap Status
Graphical report, and
choose “Filter out this entry”

24



Heap Status Source Report

June 11, 2012

Save Data

Save Report...
Export Memory Data...

Heap Status Reports
Graphical Report
Backtrace Report

Other Reports Categories
Leak Detection Reports
hemory Usage Reports
Corrupted Memory Report
Compare Memory Usage

Other Tasks
Manage Filters

Process Selection

/

Parallel Jobh GEOSgcm.de
B MPI_ COMM_WORLD

']} GEOSgcm deht

o III-JI,

Heap Status Source Report

—Data Source

4 allocations ¢ Deallocations ¢ Hoard ¢ Red Zones

Options
". Detect Leaks Wl Relative to Baseline |l Enable Filtering

Process 9: GEOSgcm debug)ﬂ 4178.94MB 128747
B Ilbdaploscm $0. 2 128 00KB
B} libdat2.so 33.55KB 298
B lihibverhs.so.1 48 2
Process §: GEOSgcm.debug.x.0 4164.97MB 122960
GEOSgcm.debug.x 4164.81MB 122661
libdaploscm.so.2 128.00KB 1
libdatz.so 33.55KB 296
L lihihuarhe en 1 AR 2 \ |
1 ™
._
Backtrace Source

&5

— malloc

— I_MPI_Collect_cpuinfo
— MPIR_Init_thread

— PMPI_Init_thread

— _ZNSESMCIZVM1 DinitializeEiPi
— c_esmc_vminitialize_
— esmf vmmod mp_esmf vminitialize

ZNSESMCI3VMK4initEi

166 malloc,
libmpi.:
libmpi.:
libmpi.:

15 m_iout
15 m_iout

15 m iout K%
I

|na—2_5/srchMAO_Shared;’GMAO_mpeu/m_ioutiI.FSU

I my_ioutil is @ module containing several port:
I same highly system dependent, but frequentl
!

VHINTERFACE:

imnlicit none \ |

NASA Center for Climate Simulation
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ne|H 1 v | C
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Save Data
Save Report...
Export Memory Data...

Leak Detection Reports
Backtrace Report

Other Reports Categories
Heap Status Reports
Memory Usage Reports
Corrupted Memory Report
Compare Memary Usage

Other
Manage Filters

Process Selection

Parallel Joh GEOSgcm.dehn
L8 MPI_COMM_}
Il GEOSgcm.debug
il GEOSgcm.debug
il GEOSgcm.debug ot

K -y

Leak Detection Source Report

Options
’7. Relative to Baseline |l Enable Filtering

1393 ‘

-Process 8: GEOSgcm.debug.x.0 9.84MB
GEOSgcm.debug.x 9.83MB 1232
B ouiFso | saMBl  de;2] | |
libdatz.so 11.58KB 161
B-Process 7: GEOSgcm.debug.x.3 9.63MB 7329
GEOSgem.debug.x 9.62MB 7168
IJEl-m_inutiI.FSO 9.62MB 7168
libdatz.so 11.58KB 161
@-Process 1: GEOSgcm.debug.x.2 9.42MB 7265
AL RENSaem dahin v Q A1MR 71nA \ |
-—
Backtrace Source B
'/_ |ia-2_5/src/GMAO_Shared/GMAO_mpeu/m_ioutil F30

PMPI_Init_thread !

I m\_ioutil is a module containing several por
I some highly system dependent, but frequen
1

HINTERFACE:

_ZNSESMCI2Y¥M1DinitializeEiPi 15 m_iot
- c_esmc_vminitialize_ 15 m_iot
— esmi_vmmod_mp_esmf_vminitialize_ 15 m_ioL
- esmi_initmod_mp_esmf_frameworkinternali... 15 m_iou
- esmi_initmod_mp_esmf_initialize_ 15 m_iot

MAPL_CAPMOD mapl_cap 141 MAPI
. PR S | implicit none

n -

NASA Center limate Simulation

Leak reports are
essentially the same
as the Heap status
reports, only with fewer
controls and less data.
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Summary |

June 11, 2012

Save Data
Save Report...
Export Memory Data...

Leak Detection v | He

Leak Detectlon Backtrace Report

— Options
Wl Relative to Baseline il Enable Filtering

Leak Detection Reports
Source Report

Other Reports Categories
Heap Status Reports
Memory Usage Reports
Corrupted Memory Report
Compare Memory Usage

Other
Manage Filters

Process Selection

Parallel Job GEOSgcm.debr

Lig MPI_COMM_WORLD
Il GEOSgcm.debug
i} GEOSgcm.debug

= I

& oy oy

Il GEOSgem.debug o

ycm.debug.x.3 9.63MB

13.12KB

7329
1679
malloc
for_allocate
arrayscatter_rd4_2
mapl_varread_rd4_2d
mapl_varread_r4_3d
mapl_fieldread
mapl_statevarread
MP.PL GENERICMOD mapl esmfstateread

ZNSESMCIEFTabIe1 ZCaIIVFunCPtrEPKC

166 malloc_wrappers_dlopen.c
15 m_ioutil.F30

3016 MAPL_Comms___f30
2400 MAPL_IO___f30
2418 MAPL_IO___ {30
1981 MAPL_IO___f30
1723 MAPL_IO___ {30
4885 MAPL_Generic FS0

| F
. ESMCI FTabIeCaIIEntryPomtVMHop 15 m |0ut|I F90
R o - . -

/
-

Source

fgpfsmidnb3l/cpang/mybenchmark/GEOSagem. Fortuna-2_5/src/GMAO_Shared/MAPL_Base/MAPL_Genetric.F30

LABEL="INTERNAL_HEADER:", &
RC=STATUS)

VERIFY_(STATUS)

call MAPL_ESMF StateReadFromFile(STATE%INTERNAL, CLOCK, FILENAME, &

|
i_
i

FILETYPE. STATE. hdr/=0. RC=STATUS)

NASA Center for Climate Simulation

Backtrace Report
contains similar info as
the source report. It is
useful in helping you
coordinate info in
different screens and
tabs as it does not
change from report to
report.
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Memory Usage Chart Report

June 11, 2012

Save Data
Save Report...
Export Memory Data...

Memory Usage Reports
Process Report
Library Report

Other Reports Categories
Heap Status Reports

Leak Detection Repaorts
Corrupted Memory Report
Compare Memory Usage

Process Selection

Parallel Jobh GEOSgcm.debr
B MPI_COMM_WORLD

i} GEOSgcm.debug
il GEOSgem.debug
il GEOSgem.debug

Memory Usage hart Report

— Options

X! MemoryScape 3.2.2-2

Controls

W Text
W Data

W Heap
[T Stack

[ Total ¥M
W Stack vM

= G

MB

6,000

5,500

5,000
4,500

4,000

3,500

3,000

2,500

2,000
1,500

1,000
500

acess 1: GEOSgecm.debugx2  165.25MB
¥ | pcess 7: GEOSgcm.debug.x3  165.25MB
acess §: GEOSgem.debugx0  165.25MB

128.70MB  4263.22MB 9.51MB 127 66MB 4721.34MB
128.70MB  4229.67MB 9.20MB 122.12MB 4652.24MB
128.70MB  5248.64MB 9.52MB 127 66MB 5706.76MB

/Tl e s =

NASA Center for Climate Simulation

Differ slightly from the
Heap Status reports:
 Memory usage data is
obtained from the OS
perspective, including
overhead of the
MemoryScape itself;

» Heap status is
obtained

from monitoring
program requests and
releases of memory

28



A detailed program/library report table — breakdown for the program and

libraries for each process:

You can also see just a high level process report table — breakdown for each

process.

Memo

3.2.2-2

| Leak Detection v | H atus v | M

June 11, 2012

Save Data
Save Report.
Export Memory Data...

Memory Usage Reports
Chart Report
Process Report

Other Reports Categories
Heap Status Reports

Leak Detection Reports
Corrupted Memory Report
Compare Memary Usage

Process Selection

Parallel Jobh GEOSgcm.dehi
g MPI_CO )RLD

I GEOSgcm.debug
I} GEOSgcm.debug
I} GEOSgem.debug

R
=] =

S Usage Co emory
Memory Usage Library Report
i /

Process 9: GEOSgcm.debug.x.1 165.25MB 128.70MB  4256.81MB 9.52MB 127.66MB

—GEOSgcm.debug.x 158.64MB 127.95MB

(—libmkI_intel_Ip64.s0 2.04MB 40.57KB

(—libmpi.s0.3.2 1867.13KB 316.31KB

—libc.s0.6 1339.36KB 34.88KB

—libstdc++.50.6 925.57KB 116.68KB

—libmkl_core.so 804.76KB 107.65KB

—libmkl_sequential.so 681.73KB 6.59KE

—libguide.so 411.05KB 45.39KB

—libm.s0.6 338.24KB 740

(—libtvheap_64.s0 300.49KB 39.89KB

(—libirc.so 228.65KB 12.19KB

—libmpiif.s0.3.2 161.21KB 3.06KB

—libdaploscm.so.2 119.96KB 2.98KB

—ld-linux-x86-64.s0.2 117.62KB 4.19KB

—libz.s0.1 114.97KB 1240

(—libpthread.so.0 §6.49KB 17.88KB

—libgcec_s.s0.1 §1.70KB 1544

—libibverbs.so.1 51.12KB 1936

—libdatz.so 35.05KB 1zoo

—librt.so.1 28.36KB 3.60KB

—libmthca-rdmavz.so 26.99KB 1432

(— libmlx4-rdmavz.so 25.46KB 1624

(—libdl.so.2 7.17KB 9z0

—@syscall_library@-64 1452 264 T
= =

NASA Center for Climate Simulation
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Save View Options
Save Report...
Export Memory Data...

Other Reports Categories
Heap Status Reports
Memory Usage Reports
Corrupted Memory Report
Compare Memaory Usage

Process Selection

£
Parallel Jobh GEOSgcm.deb

Il GEOSgcm.debug
—

£ oy oy

$ w | Memory

Memory Coparison Report

—Data Source Process Comparisons

4 Allocations ¢ Leaks Session 1: IGEOSgcm.debug.x.1

# Deallocations 4 Hoard | | ggegign 2; |GEOSgem.debug.x.0

< Red Zones

GEOSgcm.debug.x.1/GEOSgcm.debug.x.0
B GEOSgcm.debugx
p-MAPL_CFIO.F30
B+-MAPL_Generic.FS0
p-MAPL_Comms____.f90
- m_ioutil. F0
m-for__get_vm

p-_ZNSESMCISDistGrid14setarbSeqindexE...
p-_ZNSESMCISDistGridIconstructEiiPis1_S..
p1-for_allocate

413.43MB
413.43MB
676.00KB
24.36KB

0
412.81MB
5.01MB

173.56KB
294.57KB
407.34MB

427 46MB
427 46MB
338.00KE
24.09KB
338.00KB
426.77MB
744

383.09KE
619.43KE
425.79MB

Session 1 Source | Session 2 Source l

| fgpfsmfdnb31/cpang/mybenchmark/GEOSagem.Fortuna-2_5/src/GMAO_Shared/GMAO_mpeusm_ioutil. F30

NASA Center for Climate Simulation
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@ Memory Corruption Report

Memory Corruption Reports are generated only if you select “Medium” or higher
debugging option

NenoryScapa ZH,0,0-5

w2 *The top section
graphically displaying

s Cortupte Mermory Repor each corruption.

Save Report. Opticns ]

m R I™ Enakle Fiteing *The bottom section

Other Reports Categories .

Heap Stalus Reports Preceding 8 Following 81c 2] contains a backtrace and
the allocation source line.

Mamory Usage Raports
Leak Detection Reparts
Compare Memory Usaga

OROSEEG1E0 3bytes DDIGEC1GT | DiO2EGSH O 1024 byhes 0r03I5E680f|
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Agenda For Part 2

Overview
Reverse Debugging with ReplayEngine
Demo 1: Replay Engine

« Using an OpenMP Space weather application
Memory Debugging with MemoryScape

Demo 2: MemoryScape
« Using GEOS AGCM
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Demo 2

xsub -I -V —1 select=1:ncpus=12:mpiprocs=12,walltime=1:00:00 —-W
group list=<your group>

Once the compute node 1s available:

cd “SGEOS_EXPDIR”

source SGEOSBIN/g5 modules

re-compile GCM with BOPT=g

mpdboot —n 1 —r ssh —f $SPBS NODEFILE
module load tool/tview-8.9.2.2

cp and link necessary files ..(all in gcm_run.j)

totalview ./GEOSgcm.debug.x
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More info and references...

 MemoryScape User Guide.pdf
« ReplayEngine Getting Started Guide.pdf
Under /usr/local/toolworks/totalview.8.9.2-2/doc/pdf

¢ “Memory Debugging Parallel Programs™ tutorial
offered by the Totalview in SC009

http://www.crc.nd.edu/~rich/SC09/docs/tut120/
tut120.pdf
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